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ABSTRACT  

This study assesses the predictive power of five prominent machine learning algorithms—Artificial 

Neural Network (ANN), Support Vector Regression (SVR), Random Forest (RF), Gradient Boosting 

Regressor (GBR), and Extreme Gradient Boosting (XGBoost)—in forecasting student academic 

performance using survey data from the University for the Development of the National Races of the 

Union (UDNR) in Myanmar. While SVR emerges as the most accurate model, the other algorithms 

demonstrate close performance. Utilizing Permutation Feature Importance (PFI) analysis, the study 

identifies lagged GPA, total marks obtained in grade 11, gender, weekly study hours, and ethnicity as 

significant predictors. These findings underscore the potential of machine learning for precise 

student performance predictions and personalized education strategies, with multiple viable 

algorithmic choices. 
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I. INTRODUCTION  

Academic achievements in higher education significantly impact employment, income, and social 

status (Riegle-Crumb, 2006). Given higher education's importance for personal and socio-economic 

growth, much research focuses on factors affecting academic performance. Grade point average 

(GPA) is a crucial measure used to assess academic performance. It plays a pivotal role in various 

aspects, including college admission, scholarships, and career opportunities (Volwerk and Tindal, 

2012). While other measures and outcomes may be considered, GPA is often preferred for its 

simplicity, numerical nature, and comparability. Factors influencing academic performance 

encompass internal factors, such as a student’s innate ability and self-motivation, and external factors, 

including residential area, ethnicity, and gender (Kudari, 2016). 

This study utilizes machine learning to predict student academic performance, focusing on 

data collected from UDNR students. The study evaluates five algorithms and employs rigorous 

methodologies such as data sampling, hyperparameter tuning, and model evaluation. The goals of 

this study are to showcase the predictive capabilities of machine learning in student performance 

forecasting and to uncover factors shaping student outcomes. Preliminary findings demonstrate 

machine learning's potential in accurately forecasting academic performance, emphasizing the 
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influence of past academic performance, study hours, gender, and ethnicity, with further details in 

subsequent sections.  

II. LITERATURE REVIEW  

In recent years, machine learning and data mining techniques have gained traction in predicting 

student academic performance worldwide. Albreiki et al. (2021) conducted a comprehensive review 

spanning 2009 to 2021, confirming the transformative potential of machine learning in education, 

emphasizing its role in helping educators understand student progress and intervene early. Similarly, 

Yakubu and Abubakar (2022) applied machine learning to predict student performance at a Nigerian 

university, highlighting the influence of factors like gender and high school examination scores. 

Chen and Ding (2023) found neural networks demonstrating high accuracy and potential in shaping 

educational policies. Many existing studies focus on specific institutions or regions, highlighting the 

need for broader analyses encompassing diverse settings like Myanmar.  

III. DATA 

The dataset, collected between July 12 and July 25, 2018, includes information from 735 students in 

their third, fourth, and fifth academic years at UDNR. Their GPAs, used as the outcome, were 

sourced from administrative records. This research aimed to identify factors affecting academic 

performance, adopting a 'lag' approach using prior GPAs as a predictor for the subsequent year, 

resulting in a dataset with 1333 observations. 

Features include lagged GPA, grade 11 total marks, weekly study hours, ethnicity, gender, 

religion, residential background, and Basic Education High School location, each providing distinct 

insights. The feature data is preprocessed, applying z-score normalization to numerical attributes, 

and employing various encoding strategies for categorical features. 

The dataset is complete, with no missing values, enabling credible analyses without data 

imputation (refer to Table 1 for dataset statistics). 

IV. METHODOLOGY  

A. Examination Procedures  

The procedure comprises four stages to ensure robust, accurate, and reliable models. 

1. Data Sampling: The dataset is segmented into five subsets using the K-fold cross-

validation technique (K=5). This technique ensures that every data point is used for 

validation exactly once while the remaining data points form the training set.  

2. Hyperparameter Tuning: Grid Search with K-fold cross-validation identifies optimal 

hyperparameters for each algorithm. This method considers all possible combinations of 
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the hyperparameters to find the combination that minimizes the error and improves the 

prediction performance of the model (see Table 2 for details).  
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3. Model Training: With optimal hyperparameters, each model undergoes training using 

cross-validation. Specifically, for each of the five subsets created in the first stage, a model 

is trained using the four remaining subsets as the training data and the validation data. This 

process is repeated five times, resulting in five models for each algorithm.  

4. Model Testing: The saved models are tested using the testing data, which is the one-fold 

left out in each iteration. Performance evaluation employs three metrics: Coefficient of 

Determination (R2), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE). 

These metrics enable comprehensive assessment and comparison of the algorithms' 

performance. 

 

B. Machine Learning Algorithms and Feature Importance  

Five algorithms are selected for this study: ANNs, SVR (Cortes and Vapnik, 1995), RF (Breiman, 

2001a), GBR (Friedman, 2001), and XGBoost (Chen and Guestrin, 2016). To assess feature 

significance, Permutation Feature Importance (PFI) (Breiman, 2001b) is employed, evaluating 

variable importance by shuffling feature values, and measuring their impact on model performance. 

These variables are then ranked by importance, offering practical insights for enhancing complex 

models. 

V. RESULTS  

A. Prediction Performance  

Table 3 presents the prediction performance for five algorithms. In the training data, XGBoost 

outperformed others with MAE of 0.16, RMSE of 0.22, and R2 of 0.88, indicating a superior fit. For 

the testing data, models showed similar results. SVR stood out with MAE 0.22, RMSE 0.30, and R2 

0.77, making it the best-performing model. Figure 1 illustrates actual versus predicted GPA 

outcomes for all five algorithms. 
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The promising results of these machine learning models, particularly in terms of predictive 

accuracy, highlight their potential as tools for early assessment of students at risk of academic 

underperformance, enabling timely interventions and support strategies to aid in their successful 

completion of the academic year." 
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B. Feature Importance  

Feature importance quantifies variables' contributions to the model's predictions, defining their 

relative utility. Figure 2 displays two PFI plots based on the best-performing model (SVR), outlining 

crucial elements in the academic performance analysis. 

 

In the left panel, the RMSE loss after accounting for the first important feature, GPA_lag, 

stands at 2.703, while it is 0.769 in the right panel. This indicates that the RMSE of the model 

escalated from 0.284 to 0.769, experiencing a 2.7-fold increase following the permutation of the 

GPA_lag variable. Following the GPA_lag, the features TotalmarksGrade11, Gender, 

Studyhrperweek, and Ethnicity rank as the second to fifth most important factors in predicting GPA.  

It is important to note that analysis of other algorithms provides a similar pattern — the top 

features identified here were consistently important in other models too. Although rankings varied 

slightly, these features consistently emerged as key factors in GPA prediction. This alignment 

underscores their significance in understanding academic performance.  

VI. CONCLUSIONS  

The research yields valuable insights for predicting student academic performance at UDNR, 

contributing to data-driven decision-making, and improving educational outcomes. SVR proved 

proficient in predicting student performance, with the other four algorithms also demonstrating 

strong predictive capabilities, closely matching SVR's results. This suggests the robust efficacy of 

machine learning in educational settings, enhancing accurate predictions for informed educational 

strategies.  

The findings reinforce the literature's emphasis on machine learning as a transformative tool 

in education, particularly in predicting academic performance factors like gender, study hours, and 

high school examination scores. In line with the study's initial goals, these results contribute to a 

broader understanding of educational outcomes, aligning with global research trends and 

underscoring the need for data-driven educational strategies in diverse settings, including Myanmar. 
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For a more detailed understanding of influencing factors, future research can explore 

advanced interpretable machine learning methods like Accumulated Local Effects (Apley and Zhu, 

2020) and SHapley Additive Explanations (Lundberg and Lee, 2017).  
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